
• Represent ‘skills’ as orthogonal functions, where                are the skill basis functions.
• Apply to the multitask sparse parity problem [3], where task frequencies follow a power-law.
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Setup

References

Question: Can we find an analytically solvable model that 
exhibits both:  1) Emergence and 2) Scaling Laws?

Scaling LawsPredicting Emergence

Skill strength. 

Each skill (task) is an orthogonal basis function

Key Properties

1. Decoupling among the skills
2. Sigmoidal growth Less frequent skills have a more delayed growth

Multilinear

Skill functions as
 basis functions

Using the decoupled dynamics, we can analytically derive the time, data, 
parameter, and compute scaling laws for the MSE total loss (including prefactors).

Minimally extending the multilinear model (using a single fit parameter), we can predict, the 
time, data, and parameter emergence of a 2-layer MLP by calibrating on the first skill (blue).

One block decoder transformer (embedding layer with output dimension 512) and four attention heads.

Time emergence in a transformer on the multitask sparse parity task with 𝛼 = 0.9 .            
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Model Dynamics

The solid lines are the learning curves of the model as a function of compute C = T × N with 
varying parameters N from 10 (top plateau) to 104 (bottom plateau). Dotted lines are optimal 
compute scaling laws with exponent −𝛼/(𝛼 + 2).        
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Analytically solvable under gradient flow 

The kth coefficient if a model is expanded in the basis of the skill functions. 

Measures how well the kth skill is learned by 
the model at time T

Target function. 

MSE loss. 

Discussion: Why would an MLP behave like a multilinear 
model with fixed skill functions and decoupled dynamics?

Linear model
For comparison

Transformer

2-layer MLP

Multilinear MLP
Fixed basis functions Feature learning
Decoupled dynamics No decoupling

Layerwise structure

Power-law in skill frequency + sigmoidal dynamics 
= stage-like training = effective decoupling of skills

Multilinear model 2-layer MLP

Stage-like training

The layerwise structure and large differences in skill frequency lead to stage-like training, where the 
model learns more frequent skills before the next skill emerges.

Stage-like training helps us understand the scaling laws and explains why a multilinear model well 
approximates the emergence in neural networks.


